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Abstract—ChatGPT, an increasingly popular Large Language
Model (LLM), has found widespread acceptance, especially
among the younger generation, who rely on it for various
tasks, such as comprehending complex course materials and
tackling homework assignments. This surge in interest has
drawn the attention of researchers, leading to numerous stud-
ies that delve into the advantages and disadvantages of the
upcoming LLM dominant era. In our research, we explore
the influence of ChatGPT and similar models on the field
of software engineering, specifically from the perspective of
software engineering students. Our main objective is to gain
valuable insights into their usage habits and opinions through
a comprehensive survey. The survey encompassed diverse
questions, addressing the specific areas where ChatGPT was
utilized for assistance and gathering students’ reflections on
each aspect. We found that ChatGPT has garnered widespread
acceptance among software engineering students, with 93%
of them utilizing it for their projects. These students ex-
pressed satisfaction with the level of assistance provided,
and most intend to continue using it as a valuable tool in
their work. During our investigation, we also assessed the
students’ awareness of the underlying technologies behind
ChatGPT. Approximately half of the students demonstrated
awareness of these technologies, while 38.7% had made extra
efforts to explore prompt engineering to enhance ChatGPT’s
productivity. However, an important finding was that 90.6% of
the students reported experiencing hallucinations during their
interactions with ChatGPT. These hallucinations were shared
as examples, raising significant concerns that warrant further
exploration and mitigation. Moreover, we delved into potential
improvements and gathered valuable recommendations, which
could help ChatGPT to become even more effective and
dependable in its applications.

Keywords–ChatGPT; software engineering; academic educa-
tion; generative AI; Large Language Models

1. INTRODUCTION

Over the past few years, many LLMs and Generative AI
models have emerged, significantly impacting both industry
and society. These models showcase diverse capabilities and
have been published to address various tasks. For instance,
models like DALL-E2 [1] have the ability to transform texts
into images, while Dreamfusion [2] excels in converting text to
3D images. The Flamingo model [3] can adeptly generate text

from images, and Phenaki [4] is designed to transform texts
into videos. Meanwhile, the AudioLM model [5] can convert
texts into audio, and ChatGPT excels in generating texts from
other texts. This remarkable progress in the development of
Generative AI models has paved the way for a myriad of inno-
vative applications across various domains. However, the ease
of use, providing fast, clear, and to-the-point responses, and
its versatility in assisting with tasks from simple conversations
to complex technical assignments have propelled ChatGPT’s
popularity, surpassing that of other Generative AI models [6].
As a result, ChatGPT has gained popularity among students
who are not yet experts in their fields but require assistance
in better understanding their course materials and completing
their assignments [7]. This represents a significant develop-
ment in the education system that could profoundly impact the
way schools and research work are conducted [8], potentially
necessitating new evaluation and grading systems [9], [10].
Moreover, this technology could even reshape the entire hiring
process, potentially replacing certain jobs with AI models [11],
[12]. In this study, we focus on the impact of Generative
AI models on the education system in the field of software
engineering. To assess this impact, we conducted a survey
study that reflects students’ usage habits and their perspectives
and views towards ChatGPT and LLMs. More specifically, we
aim to address the following research questions:
• RQ1: How do students perceive the assistance provided by

ChatGPT across various tasks, and how does this perception
align with their usage patterns?

• RQ2: To what extent do students place trust in the outputs
generated by ChatGPT, and how does this trust impact their
subsequent actions and decision-making?

• RQ3: Is there a correlation between students’ knowledge
and experience with ChatGPT and their effective usage of
the tool?

• RQ4: What are the challenges faced by ChatGPT, and what
limitations are linked to its usage?

• RQ5: What is the general attitude of students towards
ChatGPT and other LLMs? Do they perceive them as
valuable tools that facilitate their work, and do they intend
to continue relying on them in the future?

2. RELATED WORK

Recently, a surge of research studies [13], [14], [15] has
focused on exploring the impact of LLMs, with particular
attention to ChatGPT, on academia and education systems.

196

2023 IEEE 23rd International Conference on Software Quality, Reliability, and Security (QRS)

2693-9177/23/$31.00 ©2023 IEEE
DOI 10.1109/QRS60937.2023.00028



These studies have shed light on the opportunities and chal-
lenges that arise with the integration of LLMs into educational
settings. For instance, in the study by Fraiwan et al. [13],
the researchers examined the overall impact of LLMs on
educational practices and the evolving role of AI-driven tech-
nologies in shaping the learning experience. Sok et al. [16]
explored the benefits and risks of employing ChatGPT in
educational and research contexts. Lund et al. [15] conducted
an interview-based study with ChatGPT in discussions about
its potential impact on academia and libraries. These works
highlighted many advantages, such as creating learning as-
sessments, improving pedagogical practices, offering virtual
personal tutoring, generating essay or research article outlines,
and fostering brainstorming activities. However, they also
addressed potential risks, including academic integrity issues,
unfair learning assessments, inaccurate information, and over-
reliance on AI for critical tasks. In the realm of academic
research, Rahman et al. [17] presented a practical example
of ChatGPT’s application in initial idea generation for scien-
tific research. They emphasized the potential effectiveness of
ChatGPT in this context but cautioned about challenges related
to literature synthesis, citations, problem statements, research
gaps, and data analysis. Recommendations were made to
establish guidelines for appropriate LLM usage in research and
publishing. In the pursuit of harnessing the benefits of LLMs
in education, authors in [18] proposed mitigation strategies
to address the discussed risks. Their work underlined the
importance of providing trustworthy and equitable access to
LLMs for educational purposes.
Lo et al. [9] conducted a rapid review of 50 articles to
understand ChatGPT’s capabilities across various domains,
including its potential use in education. The findings re-
vealed that ChatGPT’s performance varied across subjects,
with outstanding results in some areas, such as economics,
and more satisfactory outcomes in programming. However,
concerns have also been raised regarding the misuse of
ChatGPT. Alafnan et al. [19] highlighted that unethical use
of ChatGPT by students could potentially lead to a decline
in critical thinking and overdependence on automation. The
study proposed measures to mitigate these concerns, such as
designing assessment tasks that promote personalized, critical,
and imaginative thinking.
An investigation by Forman et al. [20] delved into the usage
patterns and future perceptions of ChatGPT among high
school students. They highlighted the integration of technol-
ogy, particularly NLP, in contemporary life and the younger
generation’s enthusiasm for adopting emerging technologies.
High school students reported using ChatGPT for various pur-
poses, including academic support, social communication, and
personal management, demonstrating its growing significance
in both educational and social contexts.
Regarding awareness and content promotion, Haensch et al. [7]
analyzed the content of the 100 most popular videos related
to ChatGPT on TikTok in February 2023. The majority of
these videos promoted ChatGPT’s use in writing essays or
code, often focusing on how to transform ChatGPT’s output to

deceive AI detectors. Wagholikar et al. [21] examined the level
of awareness of ChatGPT among students, and their results
indicated a consistent level of awareness across genders and
academic disciplines.
While existing literature has explored the benefits and limi-
tations of LLMs from the perspectives of academicians and
researchers, this study offers a closer look at the usage of
ChatGPT by software engineering students. Through a case
study conducted via a survey-based approach, we aim to
understand how ChatGPT is assisting them in their project
assignments and its implications on their education journey.

3. CHATGPT

ChatGPT is a state-of-the-art artificial intelligence chatbot
developed by OpenAI 1, introduced in November 2022 [22]. It
is powered by GPT-3.5 and GPT-4, two models from OpenAI’s
proprietary series of foundational GPT models. The main goal
of ChatGPT is to provide users with cohesive and informative
human-like responses to their input.

3.1. Capabilities and Training:

ChatGPT’s capabilities stem from its extensive training on over
150 billion human-generated items, including books, articles,
blog posts, conversations, and reviews [23]. This training
enables the model to understand the context of conversations
and generate accurate responses. The platform has experienced
immense popularity, attracting over one million users within
the first week of its launch [24].

3.2. Improving Accuracy with CGA:

To enhance accuracy and generative capabilities, OpenAI
introduced the ChatGPT Improved Accuracy (CGA) model.
CGA utilizes deep learning-based artificial intelligence archi-
tecture and learns from its own mistakes, allowing it to adapt
to new contexts and produce more accurate results. Recent
research has shown that CGA outperforms other popular NLP
models in terms of accuracy, coherence, and readability [25].

3.3. Addressing Hallucination in AI:

Hallucination in AI refers to the generation of plausible but
factually incorrect or unrelated outputs due to inherent biases,
lack of real-world understanding, or training data limitations.
While ChatGPT has been improved to handle hallucinations
better than its predecessors, it is still known to present inac-
curate information confidently [26].

3.4. Freemium Model and Commercial Offering:

Initially released as a research preview, ChatGPT’s popularity
led OpenAI to adopt a freemium model. Users on the free tier
can access the GPT-3.5 based version, while paid subscribers
gain access to the advanced GPT-4 based version and priority
access to newer features, under the commercial name ”Chat-
GPT Plus.”

1https://openai.com/
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3.5. Rapid Growth and Competing Products:

ChatGPT gained tremendous traction and became one of
the fastest-growing consumer software applications in history,
reaching over 100 million users by January 2023. Its success
spurred competitors like Google, Baidu, and Meta to accelerate
the development of their own AI chatbot products, such as
Bard 2, Ernie Bot [27], and Large Language Model Meta AI
(LLaMA) [28].

3.6. Prompt Engineering and In-Context Learning:

Prompt engineering is a crucial approach to designing interac-
tions with LLMs like ChatGPT. It involves developing robust
and effective prompting techniques that improve the model’s
performance on various tasks, such as question-answering and
arithmetic reasoning. This method allows the model to adapt
and improve its responses based on the user’s prompts during
a conversation, while ensuring it does not carry unwanted old
contexts or biases between different interactions [29].

4. EXPERIMENTAL SETUP

To conduct this survey, students from Sabancı University who
were enrolled in the CS 308 Software Engineering course were
invited to participate. Participation in the survey was entirely
voluntary, and students had the right to refuse or withdraw
from the study at any time without facing any penalties or loss
of benefits. However, upon successful completion of the sur-
vey, participants were eligible to receive a bonus credit in their
Software Engineering course, equivalent to 3% of the overall
course grade. It should be noted that an alternative assignment
was provided for students who chose not to participate in
the survey. This alternative assignment awarded the same
credit points as the survey, ensuring equal opportunities for
all students. The allocation of bonus points is solely intended
to encourage student participation in the study and is unrelated
to their academic performance. Similarly, participation in the
survey and the responses provided do not have any impact
on their scores or course/project performance. Moreover, to
ensure anonymity and minimize bias, the responses provided
by students were kept confidential, and participants were
unable to view each other’s replies.
In crafting our survey questions, we employed a structured
approach, dividing them into two primary categories. The
first set focused on gathering demographic information, en-
compassing participants’ majors, grades, work experience,
and software-related background. The second set delved into
more specific inquiries concerning ChatGPT usage habits,
satisfaction levels, and solicited suggestions. Additionally,
we incorporated questions pertaining to students’ knowledge
of promoting engineering and their experiences with hallu-
cination. To maintain consistency and facilitate meaningful
responses, we utilized a fixed-format approach for answer
choices. For instance, queries measuring frequency employed
a five-point scale: ”Never,” ”Rarely,” ”Sometimes,” ”Often,”
and ”Always.” Similarly, questions seeking recommendations

2https://bard.google.com/

featured options such as ”Strongly Disagree,” ”Disagree,”
”Undecided,” ”Agree,” and ”Strongly Agree.” To ensure that
the responses remained contextually relevant, we carefully
orchestrated the sequence and interrelation of questions. As an
example, in Part 2 focusing on ChatGPT, we initially inquired,
”Have you utilized ChatGPT during your software engineering
course project?” Only if the response was affirmative did
we proceed to seek input on ChatGPT usage experiences;
otherwise, these questions were intelligently skipped.

5. DEMOGRAPHIC

The survey conducted for this study involved a total of 113 stu-
dents, comprising mainly of 3rd and 4th grade students from
the Computer Science and Engineering department, with a few
pursuing a dual major in other engineering fields. Notably, an
overwhelming majority of 93.8% of the participants reported
utilizing ChatGPT during their course projects.
Regarding employment status, a significant majority of 68.1%
of the respondents were not engaged in any work, while
23% were undertaking internships, and 8.8% were working
part-time jobs. When asked about their development roles,
37.2% of the respondents identified themselves as full-stack
developers, 14.2% as back-end developers, 18.6% as front-end
developers, and 22.1% as data scientists. In terms of develop-
ment types, the participants indicated a significant inclination
towards web development (46%), followed by data analysis
(27.4%), mobile app development (15.9%), and system-level
(low-level) development (8%).
In terms of the participants’ software background, only one
individual had not taken any software-related courses apart
from software engineering. More specifically, 53.1% of the
students had taken six or more additional courses related to
software, while 31.9% had completed between three and five
courses, and 14.2% had taken one or two such courses. Re-
garding programming experience, the majority of participants
(68.1%) reported having 1-3 years of programming experience,
while 19.5% indicated having 3-5 years of experience, and a
smaller subset (10.6%) reported having less than one year of
programming experience.

6. SURVEY RESPONSES

This section presents an in-depth analysis of the students’
responses to the survey questions, exploring various perspec-
tives, including usage and effectiveness, experience and satis-
faction, prior knowledge of the technologies behind ChatGPT,
as well as challenges and concerns.

6.1. Usage and Effectiveness

During the software engineering course projects, 93% of
the students utilized ChatGPT. Among them, 80.2% were
categorized as active users. The number of prompts required to
obtain useful answers varied widely, ranging from 1 to more
than 10, as depicted in Figure 1.
The primary task for which ChatGPT was employed by 77.4%
of the students was generating source code. Out of these users,
13.4% reported often using the ChatGPT-generated source

3198



Figure 1. Number of prompts required to get helpful answers
from ChatGPT.

code as-is, 32.9% used it sometimes, 34.1% rarely used it,
and 19.5% never used it. On the other hand, 11% always
made modifications to the generated code, 43.9% often made
changes, 30.5% sometimes made changes, 12.2% rarely made
changes, and 2.4% never made any modifications.
Figure 2 presents the usage of ChatGPT for different tasks,
indicating that it was less frequently used for tasks such as
log analysis and resolving security-related issues. Conversely,
it was more commonly utilized for tasks involving algorithm
suggestions and defect detection. Notably, there was a diverse
range of applications for ChatGPT across various tasks, high-
lighting the wide adoption and multifaceted usage of ChatGPT
as an assistant to seek help in different stages of their projects.
Figure 3 illustrates the students’ opinions regarding the help-
fulness of ChatGPT for each task. Students’ reports indicate
that ChatGPT demonstrated higher levels of effectiveness in
certain tasks. Specifically, it was perceived as more helpful in
tasks related to defect detection, generating source code, and
debugging. On the other hand, its performance was perceived
to be comparatively less effective in log analysis and resolving
security-related issues. This assessment sheds light on the
varying strengths and limitations of ChatGPT’s capabilities
across different project tasks, further informing its practical
utility and potential areas of improvement.
Note that during the course project students have the flexibility
to choose the platforms and programming languages that
they feel most comfortable with. This provided an evaluation
of a variety of technologies and helped to make a more
comprehensive and fair evaluation. From Figure 4, we see
that 79.9% of the students used Windows operating system,
26.5% used MacOS, 18.6% used Linux/Unix, 15.9% IOS, and
33.6% Android. The top-5 used front-end technologies are
reported as: CSS, HTML, JavaScript, React, and Bootstrap.
The top-5 used back-end technologies are reported to be:
NodeJS, Python, Java, Spring Boot, and Django. The database
technologies used by the students are: MongoDB, SQLite,
MySQL, and Firebase.
It is worth noting that throughout the course project, students
were granted the flexibility to choose platforms and program-
ming languages that aligned with their comfort and familiarity.
This approach facilitated an evaluation encompassing a variety
of technologies, leading to a more comprehensive and equi-

table assessment. This wide array of technology usage further
contributes to a comprehensive and well-rounded evaluation
of the students’ experiences with getting assistance from
ChatGPT.

6.2. Experience and Satisfaction
Regarding the students’ experience and satisfaction, 50% of
the students reported satisfaction, with 15.1% indicating they
were very satisfied, 34% stating it was okay, and only one
student expressing dissatisfaction.
In terms of ChatGPT’s impact on productivity, students’ feed-
back was overwhelmingly positive. As depicted in Figure 6-B,
50% of the students agreed that ChatGPT improved their
productivity, 38.7% strongly agreed, 9.4% were undecided,
while only two students disagreed or strongly disagreed. When
it came to trusting in ChatGPT’s answers, 49.1% of students
trusted it sometimes, 29.2% often, 20.8% rarely, and a mere
0.9% reported always trusting its responses. Interestingly, for
20.8% of the students, ChatGPT was their first choice tool,
even surpassing search engines like Google, highlighting its
preferred position as an assistance tool during the course
project.
Furthermore, the students’ inclination to continue using Chat-
GPT in future software engineering projects was assessed. The
results indicate that 37.7% of students expressed a definite
intention to use it, 35.8% were likely to use it, and 25.5%
considered the possibility of using it.
Moreover, a significant proportion of the students were en-
thusiastic about recommending ChatGPT to other software
engineers. 46.2% strongly recommended its usage, and an
additional 43.4% expressed a positive recommendation for
ChatGPT to their peers in the software engineering commu-
nity.
These favorable recommendations underscore the students’
trust and satisfaction in using ChatGPT to assist them in their
work. The high likelihood of continued usage in future soft-
ware engineering projects, along with the strong endorsement
to other software engineers, reflects the positive impact and
effectiveness of ChatGPT as a valuable tool in the students’
software development endeavors.

6.3. Prior knowledge of the technologies behind ChatGPT
Regarding LLMs, less than half of the students (48.1%) were
familiar with them and their usage in ChatGPT. Interestingly,
among those who knew about LLMs, half of them had prior
experience using other LLMs for software engineering-related
tasks. This indicates a level of awareness and prior exposure to
similar technologies among a portion of the students surveyed.
Among the students surveyed, it was found that 61.3% were
aware of prompt engineering, and of those, 58.5% recognized
that effective usage of ChatGPT requires prompt engineering.
However, only 38.7% of the students had taken the initiative to
read about prompt engineering and/or explore some examples
of it to enhance their utilization of ChatGPT. Notably, this
final group’s feedback about the impact of prompt engineer-
ing is depicted in Figure 6-C, with 9 students reporting no
discernible effect from prompt engineering.
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Figure 2. Tasks students used ChatGPT to get help for.

Figure 3. Students’ feedback regarding ChatGPT performance in different tasks.
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Figure 4. Operating systems students primarily develop software for.

Figure 5. Results regarding if ChatGPT improved the stu-
dents’ productivity in the course project.

Figure 6. Using ChatGPT in a more effective/productive man-
ner after reading about prompt engineering and/or examining
some prompt engineering examples.

6.4. Challenges and Concerns

Based on the students’ experiences, a majority (61.3%) found
ChatGPT’s answers to be often helpful, while 33% considered
them to be sometimes helpful. However, a notable observation
was that 90.6% of the students experienced hallucinations
in ChatGPT. These hallucinations varied in frequency, with
27.1% experiencing them often, 38.5% sometimes, and 33.3%
rarely. Some of the reported hallucinations include instances
where ChatGPT provided incorrect code, repeated responses,
gave wrong explanations for true/false questions, and even
made up non-existent functions or referred to non-existent

Figure 7. How often did ChatGPT generate code with some
bugs (defects) in it.

Figure 8. How often did ChatGPT generate code with some
security vulnerabilities in it.

packages. The pattern of hallucinations suggests that ChatGPT
may face challenges, especially in tasks involving logic and
mathematical statements, and when dealing with libraries and
functions from implemented libraries.
In terms of generated code quality, 42.7% of the students men-
tioned that the code produced by ChatGPT often included bugs
or defects, while 29.3% highlighted the presence of security
vulnerabilities in the generated code. Further details regarding
these bugs and vulnerabilities are presented in Figure 7 and
Figure 8, shedding light on the specific issues encountered.
These findings emphasize the need for continued improve-
ments in the reliability and accuracy of ChatGPT, especially
in handling complex logical and mathematical concepts, as
well as ensuring the generation of secure and bug-free code
to enhance its overall effectiveness as an assistant for software
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engineering tasks.

7. RECOMMENDATIONS FOR IMPROVING CHATGPT

We sought feedback from the students regarding potential
suggestions for improving ChatGPT to better support software
engineering activities, and 45 (42.5%) of them responded
with affirmative suggestions. We manually assessed each
recommendation with the help of two coders. Throughout
this process, we had a third coder on standby to mediate
any disagreements, but no conflicts arose. Ultimately, we
pinpointed 53 distinct themes. We found out that suggestion
can be mainly summarized into six categories : (i)improving
the responses, reasoning, and prompt restrictions; (ii) improv-
ing the performance in terms of bug and defect fixing; (iii)
does not require any improvement; (iv) prompt sharing and
improvement features; (v) access to real-time internet and
updated data; and (vi) integration with coding environments.
These suggestions cover 88.6% of the total number of sug-
gestions. Figure 9 displays the number of unique students
associated with each suggestion.

7.1. Improving the responses, reasoning, and prompt restric-
tions

Many students expressed concerns about ChatGPT’s re-
sponses, noting they often found them lengthy, confusing, and
occasionally inaccurate. They suggested ChatGPT could be
enhanced by ensuring answer accuracy and clearly indicating
the confidence level of its responses. Furthermore, they felt
ChatGPT was more beneficial for back-end tasks than front-
end development and emphasized the need for improvements
in the latter. Additionally, when working on specific tasks
like website development using the Django framework, they
noticed that ChatGPT sometimes focused on minor issues
rather than providing holistic assistance. They also highlighted
the challenge of maintaining codebase context throughout a
conversation, as it tends to get lost after several exchanges.
While tools like LangChain and PineconeDB allow for the
creation of vector databases, they aren’t always user-friendly
for fresh projects. Many would appreciate a service where the
codebase can be connected in real-time, ensuring the language
model is updated with the most recent code context.
Reasoning emerged as an another priority. Students mentioned
that ChatGPT should offer more justification for its answers
and refrain from presenting irrelevant details. Rather than
attempting to address every inquiry directly, the tool might
benefit from posing questions to obtain a clearer understanding
of the user’s needs.
They also raised concerns about the length of prompts, sug-
gesting that longer prompts might allow for more compre-
hensive information exchange. They observed that, at times,
the model might overlook details shared earlier in the conver-
sation. Minimizing the number of prompts needed to obtain
an accurate answer would enhance efficiency, particularly in
intricate scenarios where ChatGPT currently faces challenges.
To ensure more pertinent feedback, it would be beneficial to

provide ChatGPT with a broader context, insights, and a his-
tory of previous interactions. Moreover, feeding the tool with
extensive code can prove daunting, reducing its effectiveness
for those who might not be well-versed in the subject matter.

7.2. Improving the performance in terms of bug and defect
fixing

The students’ second biggest concern centered around the
quality of the generated code, particularly the presence of
defects. They noted that ChatGPT’s accuracy in detecting and
fixing defects and bugs is unreliable, making it unsuitable
for fully depending on such tasks. Even when clear defective
code is provided and labeled as such, ChatGPT’s attempts at
fixing it can introduce new problems. Some students reported
instances where using ChatGPT required multiple attempts
to fix code, and at times, the tool offered identical code
without any improvements. To address this, they suggested
that ChatGPT should inquire about code connections and
propose fixes for related sections. The students emphasized
that ChatGPT’s generated code often contains numerous bugs
and frequently results in a nonfunctional solution in its initial
iteration, even when specific requirements are provided. Most
notably, the students highlighted a critical caution: users
should exercise extreme care when utilizing code generated by
ChatGPT. There’s a concern that similar code structures could
be produced for different users, potentially leading to security
risks. In the unfortunate event of a system being compromised,
the risk extends to other systems with similar structures that
were generated using ChatGPT.

7.3. Does not require any improvement

In addition to the 57.5% of surveyed students who expressed
that they had no specific suggestions for enhancing ChatGPT’s
support for software engineering activities, approximately
15.5% of the remaining participants conveyed that ChatGPT
had already met their expectations comprehensively. They
highlighted its effectiveness for different tasks and saw no
immediate need for further enhancements. However, these
respondents shared unique and valuable perspectives on Chat-
GPT’s performance and potential refinements. Their insights
ranged from recognizing its skill-sustaining impact to the nu-
ances of prompt construction and even extended to advocating
for its recognition and integration within educational systems.
Some students shared a noteworthy perspective: they shared
that they were on the brink of forgetting their Python cod-
ing skills, as ChatGPT resolved most of their programming
challenges. They even voiced a plea to halt further model
improvements, underscoring the considerable impact it had
already made in addressing their programming hurdles. Con-
versely, some respondents held the viewpoint that ChatGPT’s
performance seemed more robust during its initial release.
This highlights the earlier version’s effectiveness and en-
courages consideration of maintaining or restoring certain
features. Additionally, a group of students emphasized the
importance of crafting effective prompts. They pointed out
that while learning to write impactful prompts takes time, it
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is ultimately rewarding. Furthermore, a subset of participants
stressed the significance of integrating tools like ChatGPT into
educational systems. They advocated for the recognition of
these technologies by educational institutions and proposed
the implementation of necessary updates to facilitate their
incorporation into learning environments. This underscores the
potential impact of ChatGPT and similar tools in shaping
modern educational practices.

7.4. Prompt sharing and improvement features

Approximately 15.5% of the suggestions were made to address
the lack of practical prompt generation features. These students
believed that ChatGPT can give them the results they are
looking for, but making it work well takes a lot of time because
of how they ask questions. The process of formulating suitable
prompts emerged as a time-consuming endeavor for these
individuals. To make this process smoother, students suggested
that OpenAI could make several improvements. Some of them
suggested that OpenAI could provide supplementary resources
dedicated to prompt engineering tailored for software develop-
ers. This would save them time and help them get better results
from ChatGPT. Furthermore, students recommended the es-
tablishment of novel communities aimed at sharing impactful
prompt formulations. By fostering collaborative environments
wherein users can exchange successful prompt strategies,
OpenAI could foster a collective learning process. This notion
aligns with the concept of creating platforms where individuals
can pool their expertise to develop and disseminate effective
prompts, enhancing the overall user experience.

7.5. Access to real-time internet and updated data

Students have provided various suggestions to enhance Chat-
GPT by integrating access to real-time internet and updated
data. A few have voiced concerns that the current model,
trained only up to 2021, can’t address issues specific to
newer versions of software libraries. They believe real-time
updates to the training data would greatly improve its utility.
Additionally, the capability for ChatGPT to read and interpret
links was a sought-after feature. There’s also a notable interest
in allowing ChatGPT to access popular coding platforms
like StackOverflow and GeeksforGeeks. Drawing from such
repositories could generate outputs and even cite its sources,
ensuring users receive the most relevant and up-to-date so-
lutions. Lastly, a prevailing sentiment is a desire for more
accurate responses, which could be achieved by granting the
model internet access, paving the way for an enhanced user
experience.

7.6. Integration with coding environments

We found out that around 13% of the suggestions mentioned
the need for ChatGPT and development environment inte-
gration. Students mentioned that integrating ChatGPT with
IDEs, especially popular ones like VSCode, can significantly
enhance the user experience. Such integrations allow the model
to better understand the context, project structure, and which
code can be repurposed or imported. In addition, one student

Figure 9. Students’ suggestions to improve ChatGPT perfor-
mance clustered under six main categories.

mentioned that there is an existing GPT extension for VSCode
which is currently in beta and there is a waiting list to be a
tester. A few students mentioned that a plugin for VSCode
that automatically reads and understands all of a user’s code
files would be very useful for developers. This would lead to
more accurate suggestions, considering the limitations when
using ChatGPT from a browser, where it’s often challenging
to send lengthy code and receive accurate advice due to
lack of context. Additionally, another student suggest that
the idea of having specialized versions of ChatGPT tailored
for different subjects can ensure developers receive relevant
assistance without distractions from unrelated topics.

7.7. Others

Lastly, a handful of additional suggestions were made to refine
ChatGPT’s code-generation capabilities. One idea emphasizes
expanding the interface, allowing users more room to guide
the question bot toward a desired answer. Integrating a built-
in compiler is another proposal, enabling users to directly run
and test the generated code within the platform. To further
this interactive experience, there’s interest in allowing users
to manually tweak the provided code and subsequently run it
in the browser, ensuring real-time validation. Additionally, in-
troducing a feature to upload files, such as source code, would
streamline the process of code analysis and recommendation,
potentially making ChatGPT an even more invaluable tool for
developers.

8. THREADS TO VALIDITY

In this section, We discuss two key aspects that require
consideration:
Sample Selection Limitations: Our sample selection process
was mainly focused on undergraduate students majoring in
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software engineering. This specific demographic focus may
constrain the generalizability of our findings to a more di-
verse population. Future research could broaden the scope
by incorporating a more heterogeneous sample, including
graduate students and industry professionals. Furthermore, our
sample is drawn from a single academic institution, potentially
introducing institutional biases. Different institutions may have
varying approaches to software engineering education, which
could impact students’ familiarity and interaction with AI tools
like ChatGPT. Thus, researchers should exercise caution when
extrapolating our findings to institutions with significantly
different academic contexts.
Questionnaire Design Limitations: The design of our ques-
tionnaire, while meticulously crafted to gather relevant in-
sights, may still pose limitations. Firstly, the questions were
structured in a self-report format, relying on participants’
recollections and subjective assessments. This introduces the
possibility of recall bias, potentially influencing response ac-
curacy. Additionally, our questionnaire design employed fixed-
format response options, such as 5-point Likert scales, for
various questions. While these formats provide quantifiable
data, they may not capture the full spectrum of participant
perspectives or experiences. Future research could consider
incorporating open-ended questions or qualitative interviews
to delve deeper into participant experiences and viewpoints,
thereby enriching the qualitative aspects of our study.

9. CONCLUSION AND FUTURE WORK

The recent popularity of AI-powered tools like ChatGPT has
garnered significant attention within the research community,
leading to numerous studies and discussions about the new AI-
based future. In this study, our primary objective is to address
a fundamental question: How do software engineering students
employ ChatGPT? To achieve this, we conducted a survey to
analyze the perspectives of software engineering students. Our
aim is to understand how they utilize ChatGPT and for what
purposes. Our analysis indicates that software engineering
students are highly active users of ChatGPT in their projects,
expressing overall satisfaction with its performance and in-
tending to continue using it for upcoming endeavors. However,
they have also raised concerns about hallucinations in Chat-
GPT and have offered valuable suggestions for improvements
to enhance their experience and obtain more accurate outputs
efficiently.
Overall, the insights derived from the responses emphasize
several practical implications that could significantly impact
the field of software engineering education. 93.8% of respon-
dents reported using ChatGPT for quick problem-solving dur-
ing software engineering course projects, which underscores
the practical role ChatGPT plays in enhancing the learning
experience of software engineering students by providing
immediate assistance and solutions. Our research suggests
that ChatGPT is more than just a supplementary tool; it has
the potential to influence curriculum development in software
engineering programs. Additionally, ChatGPT can contribute

to the development of essential skills among software en-
gineering students. The 77.4% of respondents who reported
using ChatGPT for code optimization and debugging indicate
that it can serve as a valuable resource for honing critical
problem-solving and debugging skills, aligning with industry
demands. Educators can take actionable steps based on our
findings, including providing guidelines for the effective and
ethical use of AI tools like ChatGPT and incorporating AI-
assisted problem-solving exercises into their teaching methods
to foster adaptability and industry relevance. However, It’s
important to note that while ChatGPT offers numerous ad-
vantages, ethical considerations and potential challenges must
also be acknowledged. Educators should be cautious about
overreliance on AI tools and ensure that students develop core
problem-solving skills independently.
Looking ahead, our upcoming research endeavors aim to ele-
vate this study by investigating the readiness of the education
system to adopt this technological revolution. We aim to
understand the optimal pace for integrating these changes and
identify the necessary steps to facilitate seamless adoption.
Additionally, we plan to investigate the impact of ChatGPT
on students’ work styles, communication, and collaboration
with peers. We are curious to ascertain whether the increased
reliance on AI models for rapid assistance may limit collabora-
tion or, conversely, provide an opportunity for students to focus
and engage in more innovative tasks. By comprehensively
examining these aspects, we aspire to contribute valuable
insights to the ongoing discourse surrounding AI-based tools
like ChatGPT and their implications for the education system
and student learning experiences.
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